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현실 세계에서 옴니버스 세계까지 가속화하는

NVIDIA RTX
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NVIDIA RTX IN REAL WORLD 



NVIDIA RTX PLATFORM

VIRTUAL 
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THE NEW ERA OF WORK
Complex, Multi-Application, Collaborative Workflows Put Greater Demands on GPU Memory

High Fidelity 2D, 3D, Video Content Modern Workflows Require Multiple Applications Do Any Work from Anywhere

VISUALLY COMPLEX CONTENT MULTI-APPLICATION WORKFLOWS REMOTE COLLABORATION

Complex, Multi-Application, Collaborative Workflows Put Greater Demands on the GPU & GPU Memory













NVIDIA RTX TECHNOLOGIES

UNITY UE4



THE NEW ERA OF WORK



METAVERSE IN OMNIVERSE 



NVIDIA OMNIVERSE PLATFORM & APPS
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NVIDIA OMNIVERSE
Active Evaluation Across Industry Leaders

BMW Group
Inventing the Factory of the Future

Industrial Light and Magic
Transforming VFX Workflows

Kohn Pedersen Fox
Paving the Way to Next-Gen Design

WPP
Building the Future of Advertising

Volvo Cars
Reinventing Manufacturing, Marketing, and the 

Customer Experience

Ericsson
Simulating 5G Signal Propagation

Image Courtesy of ILM

Image Courtesy of Volvo Cars



NVIDIA OMNIVERSE



NVIDIA OMNIVERSE



NVIDIA OMNIVERSE



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NVIDIA OMNIVERSE STACK



NEW RTX PRODUCT 
PORTFOLIO 



NVIDIA RTX A2000 12GB
Expanding Access to the Power of NVIDIA RTX

Innovative Form Factor

Incredible Performance and Features

Low Profile, Dual Slot Design

NVIDIA RTX Tensor, RT Cores

12 GB GDDR6 w/ECC Memory

VR Ready



NVIDIA RTX A2000 12GB SPECIFICATIONS

NVIDIA RTX A2000 Quadro P2200

GPU Architecture Ampere Pascal

CUDA Cores 3328 1280

Tensor Cores 104 Ampere Arch Cores -

RT Cores 26 -

Peak Single-Precision 
Performance

7.99 TFLOPS 3.8 TFLOPS

Memory Size 6 GB GDDR6 w/ECC 5 GB GDDR5X

Memory Bandwidth 288 GB/s 200 GB/s

VR Ready Yes No

Display Connectors 4x mDP 1.4 4x DP 1.4

Form Factor 4.4” H x 7.9”L Single Slot

Max Power Consumption 70W 75W

Graphics Bus PCI Express Gen 4 x 16 PCI Express Gen 3 x 16

NVIDIA RTX A2000 12GB

Ampere

3328

104 Ampere Arch Cores

26 Ampere Arch Cores

8 TFLOPS

12 GB GDDR6 w/ECC

288 GB/s

Yes

4x mDP 1.4

2.7”H x 6.6”L Dual Slot

70W

PCI Express Gen 4 x 16

NVIDIA RTX A2000 12GB

▪ Brings 12GB of GPU memory to 2000 series GPUs

▪ Provides performance benefits to memory intensive 
applications & workflows

▪ Ready for today’s multi-application, higher-resolution 
workflows

▪ Future proofs your investment for the larger data sets 
and higher resolution work of tomorrow



NVIDIA RTX A4500 SPECIFICATIONS

RTX A4000 RTX 4000

GPU Architecture Ampere Turing

CUDA Cores 6144 2304

Tensor Cores 192 Ampere Arch Cores 288 Turing Arch Cores

RT Cores 48 36

Peak Single-Precision 

Performance
19.2 TFLOPS 7.1 TFLOPS

Memory Size 16 GB GDDR6 w/ECC 8 GB GDDR6

Memory Bandwidth 512 GB/s 416 GB/s

Display Connectors 4x DP 1.4 3x DP 1.4 + 1x USB-C

Max Power Consumption 140W 125W*

Power Connector 6-Pin PCIe 8-Pin PCIe

Graphics Bus PCI Express Gen 4 x 16 PCI Express Gen 3 x 16

NVLink Support No No

Form Factor 4.4”H x 9” L Single Slot 4.4”H x 9.5”L Single Slot

RTX A4500

Ampere

7168

224 Ampere Arch Cores

56

23.7 TFLOPS

20 GB GDDR6 w/ECC

640 GB/s

4x DP 1.4

200W

8-Pin PCIe

PCI Express Gen 4 x 16

Yes, 112.5 GB/s 

(bidirectional)

4.4” H x 10.5” L Dual Slot

NVIDIA RTX A4500

▪ Brings 20GB of GPU memory to 4000 series GPUs

▪ Additional CUDA, RT, and Tensor cores provide 
performance benefits to professional applications & 
workflows

▪ NVLink support, another first for 4000 series GPUs, 
future proofs your investment, letting you expand GPU 
memory for even larger models and data sets of 
tomorrow



RTX A4500 – DO MORE

8GB GPU Memory

16GB GPU Memory

20GB of GPU Memory



A4500 RENDERING PERFORMANCE
Faster Rendering Performance than Previous Generation 4000 Series GPUs
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A4500 PERFORMANCE (PRELIMINARY)
Faster AI 4000 Series GPUs
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TensorFlow ResNet-50 V1.5 
Training
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PyTorch GNMT V2 Training
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TensorRT Bert Large 
Inference
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TensorRT ResNet-50 V1.5 
Inference

Tests un on an Intel Xeon Gold 6154 3GHz, 3.7GHz Turbo, 64GB RAM, Ubuntu 20.04 LTS x64, NVIDIA Driver 470.62

Batch Size=256*# of GPUs; Precision=Mixed; AMP=Yes; Data=Real; 

XLA=Yes; cuDNN Version=8.2.4.15; NCCL Version=2.11.4; 

Baseline=DL 21.10; Installation Source=NGC;

Batch Size=128*# of GPUs; Precision=Mixed; Data=Real; cuDNN 

Version=8.2.4.15; NCCL Version=2.11.4; Baseline=DL 21.10; 

Installation Source=NGC;

Batch Size=128*# of GPUs; Precision=Mixed; Data=Synthetic; 

Sequence Length=128; cuDNN Version=8.2.4.15; Baseline=DL 

21.10; Installation Source=NGC;

Batch Size=128*# of GPUs; Precision=Mixed; Data=Synthetic; 

cuDNN Version=8.2.4.15; Baseline=DL 21.10; Installation 

Source=NGC;



WORKFLOW EXAMPLE: UNDERSTANDING TRUE VALUE
Even a Small Performance Advantage can Result in Huge Productivity Gains
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1 Week of Training

2 days
faster!

Example of a 30% performance advantage for AI training

AI training workflows can take days, weeks to train & validate models – just comparing price/performance would result in wrong decision



NVIDIA T1000 SPECIFICATIONS

NVIDIA T1000 8GB

NVIDIA T1000 NVIDIA T1000 NVIDIA Quadro P1000

GPU Architecture​ Turing Turing Pascal

CUDA Cores​ 896 896 640

Peak Single-
Precision Performance​

Up to 2.5 TFLOPS Up to 2.5 TFLOPS Up to 1.89 TFLOPS

Memory Size​ 4GB GDDR6 4GB GDDR6 4GB GDDR5

Memory Interface​ 128-bit 128-bit 128-bit

Memory Bandwidth Up to 160 GB/s Up to 160 GB/s Up to 80 GB/s

Display Connectors 4x mDP 1.4 4x mDP 1.4 4x mDP 1.4

Max Display Resolution 8K @ 60Hz 8K @ 60Hz 5K @ 60Hz

Max Power Consumption​ 50 W 50 W 47 W

Graphics Bus​ PCI Express 3.0 x16 PCI Express 3.0 x16 PCI Express 3.0 x16

Form Factor
2.713 inches H x 6.137 inches L 

Single Slot 
2.713 inches H x 6.137 

inches L Single Slot 
2.713 inches H x 5.7 inches 

L Single Slot 

NVIDIA T1000 8GB

Turing

896

Up to 2.5 TFLOPS

8GB GDDR6

128-bit

Up to 160 GB/s

4x mDP 1.4

8K @ 60Hz

50 W

PCI Express 3.0 x16

2.713 inches H x 6.137 inches L 
Single Slot 

▪ Brings 8GB of GPU memory to 1000 series GPUs

▪ Provides performance benefits to memory intensive 
applications & workflows

▪ Ready for today’s multi-application, higher-resolution 
workflows

▪ Future proofs your investment for the larger data sets 
and higher resolution work of tomorrow



APPLICATION PERFORMANCE DATA
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Tests run on an Intel Xeon Gold 6154 @ 3GHz, 3.7GHz Turbo, 64GB RAM, Windows 10 x64, NVIDIA driver 472.06. Autodesk 3dsMax Dassault Systemes CAITA results from SPECviewperf 2020 3dsMax and CATIA subtest composite scores; RedCine-X Pro 

performance uses internal testing measuring performance with 6K and 8K video. DaVinci Resolve results from internal testing measuring average FPS of video rendering using various effects at resolutions from 1080p to 8K. NVIDIA T1000 failed to execute 

tests due to lack of GPU memory.



NVIDIA T400 4GB SPECIFICATIONS

NVIDIA T1000 NVIDIA T400 NVIDIA Quadro P400

GPU Architecture​ Turing Turing Pascal

CUDA Cores​ 896 384 256

Peak Single-
Precision Performance​

Up to 2.5 TFLOPS Up to 1.09 TFLOPS Up to .64 TFLOPS

Memory Size​ 4GB GDDR6 2GB GDDR6 2GB GDDR5

Memory Interface​ 128-bit 64-bit 64-bit

Memory Bandwidth Up to 160 GB/s Up to 80 GB/s Up to 32 GB/s

Display Connectors 4x mDP 1.4 3x mDP 1.4 3x mDP 1.4

Max Display Resolution 8K @ 60Hz 5K @ 60Hz 5K @ 60Hz

Max Power Consumption​ 50 W 30 W 30 W

Graphics Bus​ PCI Express 3.0 x16 PCI Express 3.0 x16 PCI Express 3.0 x16

Form Factor

2.713 inches H x 6.137 inches L 
Single Slot

2.713 inches H x 6.137 
inches L Single Slot 

2.713 inches H x 5.7 inches 
L Single Slot

NVIDIA T400 4GB

Turing

384

Up to 1.09 TFLOPS

4GB GDDR6

64-bit

Up to 80 GB/s

3x mDP 1.4

5K @ 60Hz

30 W

PCI Express 3.0 x16

2.713 inches H x 6.137 inches L 
Single Slot 

NVIDIA T400 4GB

• Brings 4GB of GPU memory to 400 series GPUs

• Same compact, power efficient form factor

• Ready for multi-application, higher-resolution 

workflows

• Future-proofs your investment for the larger data 

sets and higher resolution workloads of tomorrow 



MULTI-APPLICATION WORKLOADS KEY TO MAXIMIZE PRODUCTIVITY
Need to Consider the GPU Memory Requirements of all the Apps in the Workflow

SOLIDWORKS

GPU memory: 2 GB 

minimum, 4 GB 

Recommended 

SkechUp

GPU memory: 1 GB or 

higher

SOLIDWORKS PDM

Same as SOLIDWORKS

Desktop Productivity 

Software

GPU memory:?
Email, web browsers, Image 

editing, video conferencing, 

2x 4K Displays

Will the GPU purchased today handle the workloads of the next 6, 12, 24, 36 months?

Sample CAD Design Workflow



GPU MEMORY – WORKFLOW CONSUMPTION
Each Application will Consume GPU Compute Cycles and GPU memory

GPU accelerated applications rely on data being in 
GPU memory for maximin performance

• Insufficient GPU can cause applications to revert 
to slower paths or fail

• Plug-ins, productivity applications, other tools 
(like NVIDIA Broadcast app) can add to demands of 
GPU memory – don’t forget to include them

• Display data needs to be in GPU memory too, 
multiple high-resolution displays, high-resolution 
HMDs will add to memory consumption

• Model size continues to grow, use of materials, 
photo real models, overall complexity means 
more GPU memory

GPU Memory

Render Images

CUDA Code & Data

CUDA Code &  Data

App #1
Viewport & Model Data

App #2
Viewport & Image Data

App #3
Viewport & Model Data

Graphics Shaders Application AI Network

Graphics Shaders

Graphics Shaders

CUDA Code & Data

Application AI Network

Application AI Network

Simulation Data

Render Images Display Data



GPU PERFORMANCE 

For Best Performance, Data Needs 
to be In Local GPU Memory

▪ Applications may run slower or 
fail to run if there is insufficient 
GPU memory

SYSTEM MEMORY

GPU MEMORY

GPU CPU

Fast

Transfer to GPU

Slower Transfer to GPU



NVIDIA RTX Series



Thank you


